
Ch 6 : Sower Series



6. I intro to Power Series

Def : power Series
A power series is a series of the form

as

⇐oanxn = a,xtazxz t . . . feathered)
co

moan(x
-a)
"
= ao

+ a, (x-a) t adoc-att . . . ceahfteraed
where aiEIR ti

.

The domain of a power series is the collection of all xER for which the power series converges.

I ote : Ioan (x-al" will converge to ao a x= a (the center) so the domain is never empty .

Note : For IoanGc-a)n, we follow

{
.

For n = O
,
aoGc-a)

°
= ao (0=1)

If ao = a , = . . . = are = O, then IoanGc-at=:*, anGc-al
" (discard terms with O)

Ex
.

I Find the domain of Io?? = e?
Use Ratio test

.

his array = him
,
. I! = Iast?, = o - 1

This holds VocEIR so the domain is IR .

Ex
.
2 Find the domain of 7.ok-31?
Use Root test

.
Test these separately :

times ( Gc-35 him 1×-3 = 1×-3 For 24; ÷gf;
"
"

both are geometric series
For

with tr =L
, so both diverge

We need x-3k I ⇒ - I - x-3a ⇒ 2a sea 4
.

The domain is (2,41
.

The Root test fails when Ix-3 =L
,
when x=2,4

.

hm i Fundamental Convergence theorem for Power Series

For Ioan(x-at
, one of the following must hold .

I
.
The series converges only when sea ,

-

a
, a. .

23
.

The series converges VxER, too, O .

- RE IR ) the series converges absolutely for Ix-a B
, diverges for x-a R

,

and may converge diverge for Ix
-

a =3
.

Proof wlog :
Assume a= 0 so our power series is Ioanxn . Thus centered at O.

So it converges for x
- O

.

Assume our power series converges for some nonzero x
= XoEIR .

We show that if x , xo
,
then ?!anxi converges.

Since I
,
andcon converges, titis anxi

= O by the Div test.

I has ansci eventually .

Thus ansci = anxon . Ein E icon eventually .

Since Io %:
"

converges (geo series Ir = % , Fo an>con converges by comparison . I#



Note: The domain is always a single interval.

3 is the radius of convergence. he Interval of Convergence is the interval where it converges.
.

> 3=0
. I

.

⇒ I= {a}
2
.

⇒ R=D
. 2

.

⇒ I = fcs, as) = R

3. ⇒ RE(O, co) 3
.

→ I = (a-B
,
at R)

,
I =
-

a
- R
, at R. . I =(a- R, at R. , I

=

-
a- R, atR

to find the radius
,
use the Ratio test ( Ex

.
G in 6.1 shows this can fail )

.

Ex
.
I - 2€35 Ex

.
2
-

n ! son
n= I n n=0

Use Ratio test : use Ratio test

high 2 ?
"

.
I

= times 2%1,3 n
= 21×-31 him (nth!

n"

= discs (nth od = { 0 if ⇐O

24×-3)
"

co if x#0

We need 21×-31 I ⇒ Ix-3
'

z
.

So R -I
. Diverges unless x=O. So 13=0, I-- {03.

he series converges for xE (3
-I
,
3t

'

z) = ( E . 2)
Check endpoints !

x.si?.E3i=:..zntIi.:cinn
A fun

since
'

n

> O
, n
!
,

'

n ,

'n'
'

Fo
'

n

= O
, so na n converges by TS l .

x =
z

: I
,

In? = ?
,

'

n
diverges (p-series , p=

'

z
El )

:. I = [I, Z)

Ex
.
3 - f- 1)

" 'sont t

n--z 3
"

In(n)

Use Ratio test :

ii. 'III: iii.in.int. = sine's .
We need bloat - I ⇒ Ix <3

.
So 13=3 and open interval is C-3,3) .

Check endpoints !
as ,

.

O

f- 1)
n" f-3)

ntl

x = -3 .

=3
n--

n=z 3
"

In(n)

Note: Icn, Z
'

n for me 2
.

Since th diverges (Harmonic Series), Fahim diverges by comparison.

⇒ : in ÷iii
Since intent > O

, inInnis him , him has= O, so I.iiiii
"

converges by AST.
.

.

. I = (3
,
-31



6.2 Representing Functions as Power Series

A power series IoanGc-at is a function whose domain is its interval of convergence.

We know one such function : Geometric series

1 -so
=?ok

"

for local (13=1
,
I = C-I, I))

we don't need to check endpoints for geometric series.

hm hi
.

- be 's Theorem
If Hod -- IoanGc-al

"

has interval of convergence
-

,
then f is continuous on

-

.

hm :

we can build power series for new functions using given power series .
f-Gd = Ioan(x-at with radius Rf and interval of convergence It. centered at

g.Gd
= Ioan(x-at with radius Rg and interval of convergence Ig .

(the same a)

1. Hoc) IgGc) = IdanIbn)(x-al
"

If Rf# Rg , then R-- min{Rf, Bg} and I= In Ig .

If Rf = Rg, then R Rf = Rg .

2. (x-a)
''floc) = IoanGc-a)

"K

F- Rt and I= If
.

3
.

If CER
,
c#O
,
a-O

,
(flock Ioanxn)

,
then flock) = anox

"
?

If Ree O
,
then cook < Rf > be a" II

.

So R= '' II
.

If Rf = co
,

-hen 13=0
.

he interval is I = {xEIR cockEI}
.

Ex
.
I fGd -- s

'

-e centered at x-- O
.

Ex? fGd =II centered at x-- O
.

I 1 as n as an

s-x
-

- I i -

'

⇒ t-sn.ofst-n.sn. ¥2 -Eth -

- Eh . i.⇒ = of⇒÷:("'I
' '

l
for 1¥14 ⇒ locks

.

So 13=5, I=L-5,5) . for -E < I → lock2
.

So 13=2
,
I= f-2,2).

Ex
.
3 flock doe centered at x-- O

.

Ex
.

4 Had=3 centered at x=7
.

i

ii. 'zh . ' =L:c .EE?Eii!:.=:.;.i...i-H*t-4n.i;H=E.d'
"'
'

a:D"'i'iii"

for lI < I > bc s 2
.
So 13=2

,
I= (Tz

,
E)

.

⇒ x-7 - 7
.
So 13=7

,
I = (O

,
14)

.

6.3 & 6.4 Differention and Integration of Power Series
co

For a power series moanCx
-at

,
we can differentiate or integrate term- by- term .

-

nm :
If Hod -- IoanGc-at with radius of convergence R>O, The radius doesn't change, but the interval may change.
then Hod is differentiable and integrable on la- R, at R) We need to check the endpoints if we differentiate integrate .

change indef f
'

Gc) = I
,

nanGc-a)
n -'

since it n-- o. both have radius
the term is O
-

2. ffGd=? an (x-a)
" '

+ c
of convergence R

o nt I



Ex
.

I Find a power series for Intl txt about x
-
- O

.
Ex
.
2 Find a power series for Hock u -

'

xp about x -- O
.

We know
,
!
so

= Food for lock 1
, so 13=1 . We know , -I = Fox" for bold , so 13=1

.

as

we get ⇒ =

, -

'

c.⇒
=?!-sci- not-Noi (13=1) . Differentiate:

c ,
= ?

,

not
" 43=1

+ I

Integrate : In I +x =?!
- 'LIF t C , 13=1 . Differentiate :

c ,?a, = ? non- hoon
-z

(p = ,
2

Find C by subbing in x- O. So
u .

=
'

z ?znCn- hoon
-2

, 13=1 and open intercel is C-till
.(since we want a series for In txt explicitly

In It to = Iot
- "

n
:O
" '

t C ⇒ Go Check endpoints :
I •

x
-
- I

'

-

n (n - t )
so In l l too =?oHL¥f

""

,
13=1 and open interval is C-I, l) .

' 2 " 2 both diverge
x= - l : { InCny, n-z

Div test

Check endpoints :

x
-

- I : Iot it
"'

= Iot!", converges by AST
:
- I- ft. D

.

A fly
x= - l : C-"

" '

= I.on
-

+ , diverges (Harmonic series)
n
-

- O nt I

i. I-- f- I
,
I]

Ex
.
3 Find a power series for flock arctqn (x) about x=O.

Ex
.
4 Evalute Sz.'⇒doc as a power series about x=O.

We will first find a series for use .
First
,
find a series for z-

'

as .

"

'

⇒
=

, . I.ir?otxH:.oennxznEst:I4lR=hi...s=tzh.isI=tz:.olEk:oEs: to :#Yes#Est
so aretanks=/ , +

'

*
doc = :("'III

"

Itc . Integrate : fzjedx-SI.o.cn?idx=?ozIfsI+nItC .
Sub in x=O to get C : aretanCOI = Ot C 7 GO

.
(won't find C since we are evaluating an indefinite integral )

so aretanGd - Io"LII,
" "

,
13=1 and open interval is fi, h .

13=2's and open interval is C- 2's
,
2's )

.

Check endpoints.
'

Cs
Snt I

check endpoints :
x= Is : 2¥ smh) =:O .

gn! , diverges by LCT (with '
n )

n=O

* i : Ioc
-"I

'

=?otz"÷i converges by AST.
* -Es : go In =?out

": I .sn! , converges by AST.
+ = - i : I.otiizn

"

=?ofI# converges by AST.
.
: I = Ez's

,
Est

o

'

. I=L- I
,
I
-

D

we can use differentiation to find another series . ex
.

• an
= e
"

no n !

Proof

we know 13=0 for that series . Let gGd= IoT? .
Then g

'Gd --I
,
nan?
"

=?
,
I ! = Io?? = good . So glad -- gGd .
* reindex

solve this ODE and we get gGd= Ce
"

,
but by definition got = I , so G .

-

'

.

g.Gc)
= e
" tho



6.5 & 6.6 Review of aylor Jolynomials

Def : taylor Polynomials
Iff is n-times differentiable, then the n-th degree Taylor Polynomial for centered at sea is

Tn
, a
Gc) = !of

"

I!!" Gc-al" = Hat + f'(a)Gc-a) + f
"

(a) Gg-al't . . . fmlan.FI
"

Def : taylor Remainders
If f is n-times differentiable

,
then the n-th degree taylor Remainder for centered at sea is

Rn
,a
Gc) = Hod - n,a64

The error in using Tn,a64 to approximate Hod is
Error = Rn

,aGd

hm: aylor's theorem
- assume f is ntl times differentiable on an interval

-

containing sea .
Let xEI

.

hen 7 a point c between x and a 7

Hod - Tn
,aGd = Rn,aGc) = FYI! (x-a)

" '

corollary : taylor's Inequality
Rn
,a
Cod M¥19,

""

where f'"
"
Cd I -

c between x and a.

6. & 6.8 taylor Series and Convergence

Suppose floc) - Ioan(x-at = aot a,Gc-a) t adoc-aft . . . for Ix-al a R for B>O.

At sea .

'

f(a) = ao
f
'(x) = a, t Zaz(x-a) t 3asGc-a)

'

t
. . .

⇒ f
'

(a) = a ,
f-
"

(x) = ZazGc- a) + GazGc-a) t 12a. (x-a)
'
t
. . .

⇒ f-
''

(a)= Zaz ⇒ az=f"{a)

In general : an =
f
'" (al
n !

-

hm :

f- floc) has a power series representation about sea .
Say floc) = Ioan(x-at for Ix-al- R, R>O, hen

an=
f
"Ya)
n !

I hat is
,
Hock?of

"

n'f.a) (x-at is the taylor Series for f centered at sea .

If a--O, then Hod
-
- Iof

'

!!O) x" is the Maclaurin Series for f
.

Strength : the theorem says if find a series for a function, Weakness : the theorem assumes f has a

÷ Manipulating
known series power series and concludes i- must be the

Differentiating Integrating
'

known series
. taylor Series. It doesn't say every function

• Using the aylor Series formula. is equal to its taylor series.
you will get the taylor series for f.



Ex
. Find the Maclaurin series for Hod -- f if Is ,

if x - I

since f-'""(01=1 V no
, so the Maclaren Series is Fini? which converges VXER .

However ex-- Iona? VICE IR . But f-B) = e # e3 -- Io??
.

So f-(x)# Fok? theEIR
.

We need to determine if a function is equal to its taylor Series on the interval of convergence.
Notice that the partial sums of a Taylor series, of

"

Y' Gc-al"
,
are the taylor Polynomials, of

"

? Gc-al" = In,a (x) .
We want to determine for which XEIR

f-Gd = times n
,
a64 .

and since we know flock TnaGdt Rn,aGd, we verify
himRn

,a
Gd -- O

.

for each x where Rn
,aGc) > O

.

Corollary : taylor's Inequality
If f

'""
(x) f Ix-a Ed

,
then

Rn
,aGc)

/ x - a
n"

(n-ill !
for Ix-a d

.

Thmi Convergence theorem for taylor Series
Assume f- has derivatives of all orders on an interval I containing sea .

Assume - MEIR 7 f-
""
Gd E VKEH and xCI (bounded on the interval )

.

Ten
,

Hod =?of
'

!!a) Gc-al" VXEI .

Proof :
cs f'm(a)

If sea, then
n !

(x-al
'
= f- (a)

n=0

Assume that xoEI and xo Fa . Since I f- "
"
641 EM V-KEIN VocEI

.

° Rn
,a
Coco)

M loco-aInti
Taylor's Inequality gives (nth

.

'

since him. MKII; !
"

- Minimal Y
"

-
- O (using hinson? - o).

We have hits Rn
,aGd = O by Squeeze 1hm.

Ems

Corollary : proof:

ex= ?one? ↳EIR .

Choose B O.
then for flock e"

,
f-
'""Gc) = e" EB on -B

,
B
. .

By Convergence 1hm
,
e' =?ok? -XE

.

- B
.
B
. .

Since B was arbitrary , so e'= IoT? -XEIR
.

A

corollary : proof:

Both sinx and cos x are equal Both sin x and cos >care infinitely differentiable on IR
to their Maclaurin Series VXEIR . and their ± sinx

,

I cos x satisfy Hsinod. Itcosx E l VocEIR .
By Convergence 1hm, they're equal to their Maclaurin Series .



Ex
.

Find the Maclaurin Series for f-Gd- sinGc) . Ex
.

Find the Maclaurin Series for f-Gd- cos64.
Had = sin x ⇒ f-COHO

,
n=O

cosx= dd.dsinx-dd.cn?ottznIY!=?okYzYlIiii" =
f-
'

Gc) = cos so ⇒ f-
'

(01=1
,
n= I n

f'
'

Gd = -sinx ⇒ f'
'

COHO
,
n=2 nsoefioensstaofts.te.cm#erePponIro,

f-
'''

(x) = - cos× → f-
'' '

(O) = - I
,
n =3

cosx=

- thnx"
VscEIR

.

f-
'"
(x) = sinx ⇒ f-

""
(01=0

,
n
= 4 mo (2h !

Cs f 1)n×2ntl
Sina = !! x

'
- }! x't 1g, as- 4 ,sit . . . =mo (2nd ) !

O f 1)ngczntl
sinx =

no (2nd ) !
theEIR

.

Ex
.
I Find Taylor Series for e" about x= - 3
(need power series of Gc- C-3))

-

- set 3

ex = e'+3-3 = e'e'+3 = le, ?o(ant?)
"

= ?obey?!
"

VocEIR (R -- O)

Ex? Find Maclaurin Series for Hod -- xscosx
as

xscosx =

xsm.ofjnxm-I.o-jn.sc#sV-scElRCR=cs)Ex.3
Find Taylor Series for flock sinx about x-- I,
sinx = sin (Gc - Ea) + ¥] = sin (x- E.)cos(E) t cosGc-E)since)

=
Tz - th

"(x-¥5
" '

Tz - C-Nbc-E)
"

t

Z n-- o (2n-1111 2
n-- o (2n) !

=
E- *tN VXEIB (13=0)
Z n=o n !



6.9 3inomial Series

We know the Binomial theorem for Atx)" where KEN :

( Ital
"
-
-

n
( kn x" where kn =

n ! I n) !

We can extend KEIR and find it's Maclaurin Series
.

f-(x) = ( It x)" ⇒ FCO) = I

f-
'

(a) = k(Hoc)
""
⇒ f'(O) = k

f-
" (x) = Kfk- 1)(hoc)"

-Z
> f-

''

(O) = KIK- l )

f-
'n'(a) = Hk- H

. . .
(K- (n - H) (Hoc)

""

F'"(O) = Kfk- l)
. . .
(K - htt)

we get I.ok(K
- "
" 'f!

- n-' " xn for the Maclaurin series.

The Radius of Convergence for k¥0, 1,2 . . . : he Interval of Convergence :

hi;z KIK
-H

. . .
(K-nth(K-nbc" '

.-

• If k>O
,
KEIN

,
then I=L- I

,
I
. .

(nth ! kik-h . ..lk?nthocn=tkhoknIbd=b" . If - I - Kao
,
then I =L- I , I . .

We need Ix -
,
so R= and the open interval is ft, l) . . If k -

,
then f- f-I

,
I )

• If K -- O, I , 2, . . . ,
-hen IR

.

←
n - terms in

otation : (kn) = Hk
-H- ' '

(Knt" ttfeeenpuinnnemirantdor. are called the Binomial Coefficients.
n !

that (81=1.

First
,
we claim (n'Ii) (nth + (E) n = (Elk for nzl . Let g.Get

-
-

c . Finally, show g'Gd for xEC-t.tl
.

(tf ,)(n+1) + (kn) n =
Hk-H

. - -
Ck - htt )(K-n)

(n+ 1) +
k(K-H

. . .
(K-htt )

n g.gg =
f-
'

back>c)K - f-Gdkcltoclk"

(nth ! n ! (hoc)2K
-by previous

=
t(f,-n, +

k(K-H
. . .
(K-htt )

n =
f'Gd(I talk- (Itself

'

(x)(Itu)"" claim

n ! n ! (It x)
"

= ( kn) (K- n) + ( th) n
=

f'Gdlltxlk - f-
'

Gd(Hoc)
"

= ( th ) (K-nth) (Ita)"

= (Elk = 0

Let fGd=Io( kn)x? Next, we claim f'Gdtxf'Gd=kHx) -xtfl, I . So g'64=0 V-xEC-l.lt, which means g is constant on Hill .

f-
'

(x) + xf'Gd= ?
,
(E) noon

-'
t ?

,
fkn) noon Since AOKI , we get g.(01=1--1 , so g.64=1 for xEH.tl.

his implies floc) = (I talk for xffl, l)

= (Y) -17ft) noon
-'
t ?

,
(E) noon

hmi Generalized Binomial theorem

= (Y) -1 n'I , lntllxnt ?.tk/nxne-FsIindemx Let KEIR
,
then V-xEC-t.tl

-
- ftp://nkcn.int/k1n/xn

(Hsd
"
- Io x. where fkn = Hk

-H
. . .nl,k

-nth
, f) = , .

= (Y) t ?
,
(kn) Koch c- by previousclaim

= k t ?
,
(E) kxn

=

kfltI.tk/xn--k?ofklxn--kfGd



Ex
.
I Find the Maclaurin Series for arcsinGd.
First

,
find the Maclaurin Series for it

..

-
- (I txt?

"

c, +xjtznottzk-ZH.IN? . . . an = I.of
- 1541131151 . . -kn- " xn for xffl, I ) .

2h (n !)

Next
, find the Maclaurin Series for i.

'

sa
-
- Cl - act?

(t - set (Itf-ooh = I.of C-⇒tf? . . fxyn-I.co#C5t...2n-oczn I -se - > be a

2n (n !) for xE(- I, I ) .

Finally, integrate .

arcsincod-I.ok.nl2.
" (n !) (2n+1,

x
"" for xC-f-1,1)

(GO since arcsin(01--0)
.

6
. Applications of aylor Series

Recap of l nown Series he applications we will examine are :

•

I
=

-

xn (13=1 ) l
. Finding Sums.

I -x no 2
. Evaluating Limits.

• e' =
-
"
n

( Res) 3. Evaluating & Approximating Integrals.
no

n !

O f- 1)ngcznt
'

• sin x = (13=0)
n
-
-o (2n-11) !

as thnx"
• cos x = (R = Cs)

n-- o (2n) !

• Chalk = ?o(kn)xn=?oHk
-H

-
k -m" xn (13=11

.

Finding Sums
Given a series

,
we may be able to manipulate it into one of the known series and find the sum that way.

Alternatively , we could manipulate a known series into the given series.

Find the following sums:

F-x. l - (nn;! )xn=SGd Ex.2 I.of
-"III

"

) -14=564
n=O

Integrate : SSGc)doc = Ioan?
"

t C - x?onYtC=xe"-1C Differentiate : 564=7
.

ol-Moen = ?of-set = , +1×2

So SGd=dd×(xe"+ C) = e'txe" So 564=1 , doc = arctanlxltc

But 501=4
, so C=L . Thus Sbc)-- arctanfx)-14 .

Ex.3?oHzIY%
.

= ?!
- "III?
"

-

- cos (E)=O
.

Exit
starting with it, = ?ooo, find I.omg

"

.

Ex.sn?oeletzn.ne.i=?oeC#.nenhfgyn=q+zye=f4syetx=Io' ' a:( in = also. - I.on.cn"
A

⇒ x = noch
(I -KY n--o

X
• noch

⇒ =

7( I-x)
'

n
-
-o 7



Evaluating Limits
We can use Taylor series to evalute limits, instead of using l

'

Hopital's Rule .
-

his idea is similar to how

we used taylor Polynomials and taylor's Approximation 1hm I to evalute limits
.

Evaluate with series and not I
'

Hospital 's Rule:

Ex
.
lime"- I ex= I + x + E? + 3? + . . .

Ex
.

2 stiff t -

%?" cosx
-
- I - I? + 049

.

"

-

. . .x-70
x

= stingo lHx+E:t3? = %
I - ( I - + II

.

-

. . .
)

JC XZ

=¥%x+Et3 = stingo 37
- II. t

. . .

JC of

= stiff I t E, t 7? t . . . = = stiff {, - II t . . . = '

z

Ex .3 stingo e
"
- I-x - I e

"
= I txt I? t . . .

sinx -x Sina = x -¥t¥, -
. . .

= Lingo ( I txt It . . . )
- E-x - I

(x-3?-is? -
. . .
I -x

= tiny
t II. t

. . .
÷⇒

- 37+3?-
. . .

÷ x
'

= stiff 3T
+ Fit

. . .

-¥+3? . . . .
= ÷

,

= -

Evaluating integrals as Series

Ex
.
I Evaluate Se

-"
doc as a series

.

Se-"does:"'
"

doc =:"n' + c

Ex
.
2 How many terms would we need to use to approximate o

'se-"doc to an accuracy to lo !ca, ?

Isaac = :"n' ÷ :nfi÷,
his converges by TS .

et's use - S estimation
.

Write out some terms :
←error

I - l !I3) + 2 !
"

(s)
-

3!

"

G)
+
4 !

"

Cal
-

s !

"

all
+
6 ! I131 - 7 !Cis) + 8%171 - 9 ! I191 + 1011211

So
,
the estimate needs at least 10 terms

.



Recap of Power Series

strategy for Solving Questions
• Given a series

,
to find Radius and Interval of Convergence :

° Ratio test for R and open interval .
° Check endpoints with other tests.

• Given a series, to find its sum :
° Relate it to a known series (ex, sinx, cosso, too, Choc)

")
.

° May need to integrateIdifferentiate .
• Given a function

,
to get its Taylor/Maclaurin Series , we can :

I Use
the taylor Series formula ?of"n!

" Gc-at. Find R and I
.

Manipulate/ Integrate/ Differentiate a known series . R is know, but check endpoints to find I.
° If asked for a Taylor series about sea, try fGd = Hoc-ata), manipulate and use a known series .


